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## 1. A view of the theory developed up to now

It is our feeling that since eighties a number of results has been appearing which put some lights on certain assumptions and methods of the theory of iterative functional equations developed by Marek Kuczma and his school. In particular, we have in mind the role of the fixed points theorems of Banach and Schauder. This is the main object of a series of papers by J. Matkowski and co-authors, devoted to Lipschitzian Nemitskiǐ operators associated with the equation

$$
\begin{equation*}
\varphi(x)=h(x, \varphi[f(x)]) \tag{1.1}
\end{equation*}
$$

see [153; Section 5.5B]. (Concerning superposition operators see the monograph [5] by J. Appell and P. P. Zabrejko.)

Furthermore we are interested in the role played by a family of functions $f$, classical in the theory of (1.1) and of

$$
\begin{equation*}
\varphi(f(x))=g(x, \varphi(x)) \tag{1.2}
\end{equation*}
$$

described by the following assumption:
(H) The function $f$ maps continuously a real interval $X$ into itself and $0<$ $(f(x)-\xi) /(x-\xi)<1$ holds for every $x \in X \backslash\{\xi\}$ with a $\xi \in X$.

This assumption implies that $\xi$ is the unique fixed point of $f$ and the sequence ( $f^{n}: n \in \mathbb{N}$ ) of the iterates tends to $\xi$ uniformly on compact subsets of $X$. On one side this assumption made it possible to develop a theory which turned out to be also naturally applicable, e.g. to branching processes (see [153; Chapter 2]). On the other hand, in a sense, such an assumption has to occur in this theory which can be seen from [116, Corollary 2] (see also [153; Remark 5.2.6]). Under the assumption (H) it is natural to study local solutions in a neighbourhood of the fixed point $\xi$. Otherwise one has to consider solutions in a neighbourhood of a point $x_{0}$ and its value $f\left(x_{0}\right)$; see e.g. [34] and [35] by G. R. Belitskii and V. A. Tkachenko.

Hypothesis (H) expresses very simple dynamics of $f$. It has only one cycle which simply forms the globally attractive fixed point. Conditions characterizing such a behaviour may be found in [120]. This simple dynamics plays really a crucial role in the theory. For the linear equation

$$
\begin{equation*}
\varphi(f(x))=G(x) \varphi(x)+H(x) \tag{1.3}
\end{equation*}
$$

it follows from the following theorem of B. Gaweł [92; Theorem 2].
Theorem 1.1. Assume $X$ is a real interval and $Y$ is a non-degenerate Banach space. Let $f: X \rightarrow X$ and $G: X \rightarrow \mathbb{R}$ be continuous functions such that

$$
\begin{aligned}
& |G(x) G(f(x))|<1 \quad \text { for } \quad x \in \operatorname{Per}\left(f^{2}, 1\right) \\
& G(x) \neq 0 \quad \text { for } \quad x \in \bigcup_{n=1}^{\infty}\left(f^{n}\right)^{-1}(\operatorname{Per}(f, 2))
\end{aligned}
$$

Suppose also that the set of all continuous $H: X \rightarrow Y$ such that (1.3) has a continuous solution $\varphi: X \rightarrow Y$ is of the second category in the space $C(X, Y)$. Then $f$ can have only cycles of orders 2 and 1 .

In particular, every point $x \in X$ is asymptotically periodic: there exists a $p \in \operatorname{Per} f$ such that $\lim _{n \rightarrow \infty}\left(f^{n}(x)-f^{n}(p)\right)=0$.

The dynamics of $f$ is strictly connected not only with the existence but also with the uniqueness of solutions. For instance, under some assumptions on $g$, if $f: X \rightarrow X$ is continuous, $\operatorname{Per} f \neq \emptyset$ and $\operatorname{cl}_{X}(X \backslash[\inf \operatorname{Per} f, \sup \operatorname{Per} f])$ contains no cycle of $f$ of order not greater than 2 then (1.2) has at most one continuous solution $\varphi: X \rightarrow Y[90 ;$ Corollary 4].

Consider now the inequalities

$$
\begin{equation*}
\psi(f(x)) \leq \beta(x, \psi(x)) \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha(x, \psi(x)) \leq \psi(f(x)) \leq \beta(x, \psi(x)) \tag{1.5}
\end{equation*}
$$

where $\alpha$ and $\beta$ have the following properties:
$\left(\mathrm{H}_{1}\right) \quad$ The function $\beta$ maps $X \times[0, \infty)$ into $[0, \infty), \beta(x, 0)=0$ for $x \in X$ and $\beta(x, y)<y$ for $x \in X, y \in(0, \infty)$.
$\left(\mathrm{H}_{2}\right) \quad$ The function $\alpha$ maps $X \times[0, \infty)$ into $[0, \infty), \alpha(x, 0)=0$ for $x \in X$ and $\alpha(x, y)>0$ for $x \in X, y \in(0, \infty)$.

Surprisingly the uniqueness of non-negative continuous solutions of (1.4) and (1.5) depends strongly on the compactness of $X$. To present two results of B. Gaweł [ 91 ; Theorems 1, 2] in this direction let us introduce two function classes. By $\mathcal{F}_{1}(X)$ denote the set of all functions $f \in C(X, X)$ such that for every $\beta$ fulfilling $\left(\mathrm{H}_{1}\right)$ the only non-negative continuous solution $\psi: X \rightarrow \mathbb{R}$ of (1.4) is the zero function. Similarly, the symbol $\mathcal{F}_{2}(X)$ will stand for the set of all $f \in C(X, X)$ with the property that for all $\alpha$ and $\beta$ fulfiling $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$, the zero function is the only non-negative continuous solution $\psi: X \rightarrow \mathbb{R}$ of (1.5). Notice that $\mathcal{F}_{1}(X) \subset \mathcal{F}_{2}(X)$.

Theorem 1.2. If the interval $X$ is compact then the sets $\mathcal{F}_{1}(X)$ and $C(X, X) \backslash$ $\mathcal{F}_{2}(X)$ are nowhere dense in $C(X, X)$.

Theorem 1.3. If the interval $X$ is not compact then the set $\mathcal{F}_{1}(X)$ is a residual subset of $C(X, X)$ and the set $C(X, X) \backslash \mathcal{F}_{2}(X)$ is a dense subset of this space.

An answer to a similar problem for equations is not known. It would be interesting to develop also such a qualitative study for other classes of functions, e.g. differentiable ones. In this direction see the paper [71] by K. Dankiewicz. Another class of functions has been studied in this spirit in [20]. Also measuretheoretical analogues of the above mentioned and other theorems are required. Measure-theoretical means here with respect to the $\sigma$-ideals of Christensen [64], or Aronszajn [6], or Gaussian which according to [70] by M. Csörnyei coincides with the Aronszajn one; cf. also [115]. In this direction only a few results may be found in the literature (see [13], [92], [198] and the next section).

## 2. Iterative roots

Solving functional equations with superpositions of the unknown function is, no doubts, rather difficult. In particular, this concerns finding iterative roots. A theoretical explanation of this experience is contained in the paper [114] by P. D. Humke and M. Laczkovich. The following is proved there.

Theorem 2.1. For every integer $N \geq 2$ the set of all continuous functions $f$ : $[0,1] \rightarrow[0,1]$ such that the equation

$$
\begin{equation*}
\varphi^{N}=f \tag{2.1}
\end{equation*}
$$

has a continuous solution $\varphi:[0,1] \rightarrow[0,1]$ is an analytic and non-Borel subset of $C([0,1], \mathbb{R})$. The same property holds for the set of all continuous and increasing functions $f:[0,1] \rightarrow[0,1]$ such that (2.1) has a continuous solution, and, if $N$ is odd, for the set of all continuous and decreasing functions $f:[0,1] \rightarrow[0,1]$ such that (2.1) has a continuous solution. If $N$ is even then the set of all continuous and decreasing functions $f:[0,1] \rightarrow[0,1]$ such that $(2.1)$ has a continuous solution is an $\mathcal{F}_{\sigma}$ subset of $C([0,1], \mathbb{R})$.

Another explanation is given by the following theorem of K. Simon [237; Theorem 1], [238].

Theorem 2.2. For every integer $N \geq 2$ the set of all continuous functions $f:[0,1] \rightarrow[0,1]$ such that $(2.1)$ has a continuous solution $\varphi:[0,1] \rightarrow[0,1]$ is both of first category in $C([0,1],[0,1])$ and of Wiener measure zero.

The topological part of this theorem has been strengthened by A. M. Blokh [47; Theorem 2]:

Theorem 2.3. The set of all continuous functions $f:[0,1] \rightarrow[0,1]$ such that for some integer $N \geq 2$ equation (2.1) has a continuous solution $\varphi:[0,1] \rightarrow[0,1]$ is nowhere dense in $C([0,1],[0,1])$.

According to what we have indicated above one should not expect results on iterative roots in a general situation. In fact, even iterative roots of polynomials are not described. Even worse: we do not know whether every complex cubic polynomial has a square root. In the case of quadratic polynomials we know, due to R. E. Rice, B. Schweizer and A. Sklar [217], that they have no square roots. As follows from [62; Theorem 2] by B. Choczewski and M. Kuczma they have no roots at all. Regarding the real case for quadratic polynomials see [56] by E. N. Bronshteǐn. There is a characterization, given by B. Schweizer and A. Sklar in [227], of real (complex) polynomials of order 4 having a polynomial square root. The result reads as follows.

Theorem 2.4. A polynomial of the form

$$
a_{4} x^{4}+a_{3} x^{3}+a_{2} x^{2}+\left(a_{1}+1\right) x+a_{0}, \quad a_{4} \neq 0
$$

has a quadratic polynomial as a square iterative root if and only if there is a cube root $\gamma$ of $a_{4}$ such that

$$
4 a_{4} A_{4}=A_{2}^{2}+2 \gamma A_{2} \quad \text { and } \quad A_{3}=-1
$$

where

$$
A_{m}=\sum_{k=0}^{m} \frac{(-1)^{k}}{4^{k}}\binom{4-m+k}{k}\left(\frac{a_{3}}{a_{4}}\right)^{k} a_{4-m+k}
$$

for $m \in\{0,1,2,3,4\}$.
The situation is completely clear in the case of Čebyšev polynomials. The following is proved in [216] by R. E. Rice.

Theorem 2.5. The n-th Čebyšev polynomial has a square root if and only if $n \equiv 0$ or $n \equiv 1(\bmod 4)$.

Regarding some other problems connected with iterative roots of polynomials see e.g. [60], [86], [182], and [216]. Roots of $1 / x$, both real and complex, are studied in [59]; the question being the title of this paper was posed by T. Ważewski and answered by St. Łojasiewicz who in [170] described the general solution of (2.1) for an arbitrary bijection $f$. Iterative roots of piecewise monotone functions have been recently studied by A. Blokh, E. Coven, M. Misiurewicz and Z. Nitecki [46]. The same paper shows also that even in the class of piecewise linear functions equation (2.1) leads to non-trivial questions. Note also the paper [166] by Z. Leśniak which
contains a construction of continuous roots of Sperner homeomorphisms of the plane.

The problem of the existence and uniqueness of continuous iterative roots of homeomorphisms of the circle with no periodic points is considered by M. C. Zdun in [271]. It turns out that if such a homeomorphism has continuous iterative roots of $n$-th order then either there are exactly $n$ of them, or they depend on an arbitrary function.

For other problems concerning iterative roots as well as some new ideas in this field, for instance so-called phantom roots, the reader is referred to the survey paper [249] by Gy. Targonski and the references therein; cf. also [203], [204] by T. Powierża and [28] by L. Bartłomiejczyk. Many results and references concerning both formal and holomorphic roots, embeddability and linearization of (germs of) holomorphic mappings can be found in the paper [48] by S. Bogatyi.

## 3. Functional equations with superpositions of the unknown function

Equation (2.1) is a special case of

$$
\begin{equation*}
\sum_{j=0}^{N} a_{j} \varphi^{j}(x)=F(x) \tag{3.1}
\end{equation*}
$$

Some other particular equations of this form have been studied for years; see [81; p. B.16]. Classical problems as existence, uniqueness, continuous dependence on given functions, and stability have been considered in several function classes by a group of Chinese mathematicians: Li Ren Zhao [279], Weinian Zhang [276][278], Jian Guo Si [234], and Jian Hua Zheng [280]; see also the survey paper [275] by Jingzhong Zhang, Lu Yang and Weinian Zhang. By using some summability methods solutions to a special case of (3.1) have been given by M. Malenica [171], [172]. In [39] by D. Bessis, S. Marmi and G. Turchetti the reader may find some applications of an equation of type (3.1) to the normal forms arising in the study of parabolic Julia sets. A. Boutabaa in [54] and [55] considers such type of equations with several unknown functions.

We would like to call reader's attention to the homogeneous equation

$$
\begin{equation*}
\sum_{j=0}^{N} a_{j} \varphi^{j}(x)=0 \tag{3.2}
\end{equation*}
$$

In the classes of bijections or continuous mappings of a real interval it was considered by A. Mukherjea and J. S. Ratti [195], J. S. Ratti and Y. F. Lin [212], and P. J. McCarthy [179]. The general solution on subsets of the positive or negative half-line was found in [126] in the case where $a_{0}=-1$ and $a_{j} \geq 0$ for
$j \in\{1, \ldots, N\}$. More general situation is covered by the following result of J . Tabor and J. Tabor [247; Theorem 1]; see also [124].

Denote by $\Lambda$ the set of all complex roots of

$$
\begin{equation*}
\sum_{j=0}^{N} a_{j} \lambda^{j}=0 . \tag{3.3}
\end{equation*}
$$

Theorem 3.1. Let $a_{0}, \ldots, a_{N}$ be real numbers and $c \in \Lambda \cap(0, \infty)$. Assume that:
(i) $c$ is a simple root of (3.3),
(ii) $(\Lambda \backslash\{c\}) \cap(0, \infty)=\emptyset$,
(iii) if $\lambda \in \Lambda \backslash\{c\}$ then $|\lambda|>c$.

If either $D \subset(-\infty, 0)$, or $D \subset(0, \infty)$, and $\varphi: D \rightarrow D$ is a solution of (3.2) then $c D \subset D$ and $\varphi(x)=c x$ for every $x \in D$.

As follows from [246] by Jacek Tabor the above $D$ may be, in fact, an arbitrary subset of a closed convex cone $K$ contained in a Banach space and such that $K \cap(-K)=\{0\}$.

It is an open problem whether conditions (i)-(iii) are necessary for the uniqueness of the (continuous, monotonic) solution $\varphi:(0, \infty) \rightarrow(0, \infty)$ of (3.2). However, according to Jacek Tabor [244] this is not the case for solutions on ( 0,1 ); cf. [125] and [245].

To complete the discussion of (3.2) we mention two its generalizations in different directions. The first one is the equation of infinite order

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} \varphi^{n}(x)=x \tag{3.4}
\end{equation*}
$$

considered recently in [127]. It is proved that if $a_{n} \geq 0$ for every $n \in \mathbb{N}$ then an iterate of each solution of (3.4) defined on a subset of the positive or negative half-line is linear. The second one is the equation

$$
\begin{equation*}
P\left(x, \varphi(x), \ldots, \varphi^{N}(x)\right)=0 \tag{3.5}
\end{equation*}
$$

with a non-zero polynomial $P$, considered by J.-P. Bézivin [40] who proved, among others, that every entire solution of (3.5) has to be a polynomial.

Many people were interested in the functional equation

$$
\begin{equation*}
\varphi(x+\varphi(x))=\varphi(x)+\varphi(\varphi(x)) \tag{3.6}
\end{equation*}
$$

expressing the additivity of $\varphi$ on its graph. For the first time this equation appeared in the book [81; p. 3.37] by J. Dhombres. It was proved by G. L. Forti [88; Theorem 1] that each continuous solution $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of (3.6) which is differentiable at zero has to be linear. Some problems and conjectures concerning this
differentiability assumption were posed by M. Laczkovich [154] (see also [211; pp. $554-555]$ ) and M. Sablik [219]. The problem of continuous solutions was eventually solved in [117] where the following is proved.

Theorem 3.2. If $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous solution of (3.6) then either there exist real numbers $a \geq 0$ and $b \geq 0$ such that

$$
\varphi(x)= \begin{cases}a x & \text { for } x \in(-\infty, 0) \\ b x & \text { for } x \in[0, \infty)\end{cases}
$$

or there exists a real constant $c$ such that

$$
\varphi(x)=c x \quad \text { for } \quad x \in \mathbb{R}
$$

A shorter proof in the case where $\varphi$ maps the half-line $[0, \infty)$ into itself is presented in [119; pp. 52-61].

Solutions $\varphi:(0, \infty) \rightarrow(0, \infty)$ of (3.6) such that the function $x \mapsto \varphi(x) / x$, $x \in(0, \infty)$, is monotonic are also linear according to [173] and [174; Theorem 1] by J. Matkowski. The entire solutions were considered by C. Borelli Forti and G. L. Forti [50]. Surprisingly in this function class the problem is not completely solved.

Due to S. L. Segal [229; Theorem 2] we know that if $k \geq 2$ is an integer then the only non-constant entire solution of

$$
\begin{equation*}
\varphi(z+\varphi(z))=\varphi(z) \varphi\left(z^{k}+1\right) \tag{3.7}
\end{equation*}
$$

is given by $\varphi(z)=z^{k+1}$. The more general equation

$$
\varphi(z+\varphi(z))=S(\varphi(z)) \varphi(P(z))
$$

where $S, P$ are polynomials, has only polynomials as entire solutions which follows from [229; Theorem 1].

Regarding solutions $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of (3.7) with $k=1$ :

$$
\begin{equation*}
\varphi(x+\varphi(x))=\varphi(x) \varphi(x+1) \tag{3.8}
\end{equation*}
$$

let us mention the paper [228] by S. L. Segal where, among others, the following conjecture is posed: The only continuous solutions $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of (3.8) are quadratic polynomials.

For some other related equations see [131] and [231], [108], [119; Theorem 2.9], [177].

There are some problems which, although not formulated in terms of functional equations, immediately lead to them. We finish this section with a presentation
of some of them. Invariant curves, leading to a general equation with the superposition of the unknown function, viz.

$$
\begin{equation*}
\varphi(f(x, \varphi(x)))=g(x, \varphi(x)) \tag{3.9}
\end{equation*}
$$

yield a classical example of such a problem which is still studied in various directions. In connection with this a number of other important functional equations also occur; see e.g. [7] by Yu. V. Azarina. However, it is our feeling that equation (3.9) is studied recently not so extensively as it should be because of its importance. We mention here only papers [27], [67], [121], [235] and note that even in special cases it still provides open problems. This is the case, for instance, with the equation

$$
\begin{equation*}
\varphi(x f(\varphi(x)))=g(\varphi(x)) \tag{3.10}
\end{equation*}
$$

studied for power functions $f$ and $g$ by P. Kahlig, A. Matkowska and J. Matkowski in [132]. In general case, J. Matkowski (oral communication) posed the problem to find all continuous self-mappings of $(0, \infty)$ satisfying (3.10). When $f(x)=x$ and $g(x)=c x^{2}$ some continuous solutions are known due to P. Kahlig and J. Smítal [134].

Now, let $T$ be a $t$-norm on $[0,1]$. Given $\varphi:[0,1] \rightarrow[0,1]$, the problem whether $\left\{\varphi^{n}: n \in \mathbb{N}\right\}$ is a subsemigroup of $([0,1], T)$ led C. Alsina to functional equations of the form

$$
T\left(\varphi^{n}(x), \varphi^{m}(x)\right)=\varphi^{k}(x) .
$$

In [4; Theorem 3, Corollary 3] he considered them in the class of homeomorphisms. However, in our opinion this equation is interesting by itself.

Finally we present the following theorem of L. B. González [102].
Theorem 3.3. If $g_{1}$ is a non-constant entire function and $g_{n}$ for $n \geq 2$ are entire functions which are not polynomials of degree less than or equal to one then the functions

$$
1, \quad g_{1}, \quad g_{1} \circ g_{2}, \quad g_{1} \circ g_{2} \circ g_{3}, \ldots
$$

are linearly independent.
As a simple consequence the author derives from here a result of J.P. R. Christensen and P. Fischer [65; Theorem 3] on entire solutions of the Feigenbaum equation

$$
\varphi(\varphi(\lambda z))+\lambda \varphi(z)=0
$$

Regarding its meromorphic solutions see [66]. The Feigenbaum equation is recently extensively studied, also from the computer science point of view, and has a very vast literature. In our opinion a special survey on it and its connections with discrete dynamics is definitely required.

## 4. Some linear and convolution equations

In this section we are going to consider the equations of the form

$$
\begin{equation*}
\sum_{j=0}^{N} A_{j}(x) \varphi\left(f_{j}(x)\right)=F(x) \tag{4.1}
\end{equation*}
$$

and some of their generalizations to infinite order.
All non-negative and Lebesgue-measurable solutions $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of

$$
\begin{equation*}
\varphi(x)=\sum_{j=1}^{N} A_{j} \varphi\left(x+a_{j}\right) \tag{4.2}
\end{equation*}
$$

were determined by M. Laczkovich [155; Theorem 1] under the assumption of positivity of $A_{j}$ 's; see also [153; Proposition 6.9.4]. A more elementary proof (based on a reccurent method [18; Theorem 1] and on a result of M. Kuczma [150; Theorem 5], also [151; Theorem 17.8.2] stating that any almost Jensen convex function coincides almost everywhere with a Jensen convex function) of Laczkovich's theorem has been supplied in [119; Chapter III]; for some generalizations see [105] by M. Grinč. The paper [119] deals also with the equation

$$
\varphi(x)=\sum_{j=1}^{N} A_{j} \varphi\left(f_{j}(x)\right)
$$

more general than (4.2), under the assumption that $f_{1}, \ldots, f_{N}$ are pairwise commuting homeomorphisms of an open real interval. The same equation was studied by S. Ž. Nikčević in [197] rather from an algebraic point of view. For some problems reducing to (4.2) or related to it see [10] by J. A. Baker, [77] by G. Derfel, [129], and [274] by Wei-Bin Zeng.

Non-negative and measurable solutions of the even more general equation

$$
\begin{equation*}
\varphi(x)=\int_{S} \varphi(f(x, y)) \sigma(d y) \tag{4.3}
\end{equation*}
$$

where $S \subset \mathbb{R}$ is a Borel set, $\sigma$ is a Borel measure on $S$ and $f:(a, b) \times S \rightarrow(a, b)$ is a given function $(-\infty \leq a<b \leq \infty)$, have been recently studied in [122], [123]. In the case where $S=\mathbb{R}$ or $S=[0, \infty)$ and $f(x, y)=\alpha x+y$ on $S \times S$ this is one of the problems posed by Wei-Bin Zeng [273]. The existence and uniqueness of solutions of (4.3) in a class of bounded functions have been proved by J. Morawiec [185]; see also his paper [188].

A particular case of (4.3), viz. the equation

$$
\begin{equation*}
\varphi(x)=\int_{S} \varphi(x+y) \sigma(d y) \tag{4.4}
\end{equation*}
$$

(called the Integrated Cauchy Functional Equation) appears in probability theory (cf. [207] and [210] where the reader can also find a vast literature devoted to (4.4)). For the first time it was considered by G. Choquet and J. Deny [63] and J. Deny [76]. We present here a very general result of Ka-Sing Lau and Wei-Bin Zeng [160; Theorem 6.2] on its non-negative and locally integrable solutions.

Let $(S,+)$ be a locally compact, separable, metrizable, abelian semigroup such that + satisfies the cancellation law. Denote by $S_{0}$ the set of all $x \in S$ which have a compact neighbourhood $U$ such that, for any $y \in S, y+U$ is a neighbourhood of $y+x$. Assume that $S_{0} \neq \emptyset$. Then $S$ is embedded into a locally compact group in which the semigroup $S_{0}$ is open. Take a Haar measure $\omega$ in this group. Let $\sigma$ be a non-zero regular Borel measure on $S$ and denote by $\mathcal{E}$ the set of all non-negative and continuous exponential functions $f: S \rightarrow \mathbb{R}$ such that

$$
\int_{S} f(y) \sigma(d y)=1 \quad \text { and }\left.\quad f\right|_{S_{0}} \neq 0
$$

In $\mathcal{E}$ we introduce the topology of uniform convergence on compact sets.
Theorem 4.1. If the closed subsemigroup of $S$ generated by $\operatorname{supp} \sigma$ equals $S$ and $\sigma\left(S \backslash S_{0}\right)=0$ then each non-negative and $\omega$-locally integrable solution $\varphi: S \rightarrow \mathbb{R}$ of (4.4) has the form

$$
\varphi(x)=\int_{\mathcal{E}} f(x) P(d f) \quad[\omega] \text {-a.e. on } S
$$

where $P$ is a Borel measure on $\mathcal{E}$.
For other recent papers devoted to (4.4) and some generalizations of it see [208], [209], [232], [206], [19]. In particular, the last two of them deal with inequalities associated to (4.3) and (4.4).

To state some results of M. Pycia [206; Theorem 2 and Corollary 1] on

$$
\begin{equation*}
\varphi(x) \geq \int_{S} \varphi(x+y) \sigma(d y) \tag{4.5}
\end{equation*}
$$

consider a finite Borel measure $\sigma$ on $\mathbb{R}$ with compact support which intersects both the negative and positive half-lines. Let $S$ be the closed subgroup of $\mathbb{R}$ spanned by the support of $\sigma$ and consider non-negative Borel-measurable solutions $\varphi$ of (4.5) defined on $S$. It turns out that the number of solutions strictly depends on how large is the set $\Lambda$ of all real roots of the characteristic equation

$$
\int_{S} e^{\lambda y} \sigma(d y)=1
$$

Note that $\Lambda$ actually has at most two elements. If it has two elements then the set of solutions of (4.5) is huge [206; Fact 2]. Otherwise, we obtain uniqueness of non-negative measurable solutions: if $\Lambda=\{\lambda\}$ then $\varphi(x)=\varphi(0) e^{\lambda x}$ a.e. on $S$; if $\Lambda=\emptyset$ then $\varphi(x)=0$ a.e. on $S$. Almost everywhere means here a.e. with respect to the Lebesgue measure in the case $S=\mathbb{R}$ and everywhere if $S$ is discrete.

The inequality

$$
\begin{equation*}
\varphi(x) \leq \int_{S} \varphi(f(x, y)) \sigma(d y) \tag{4.6}
\end{equation*}
$$

is one of the subjects of [19]. Here $(S, \mathcal{S}, \sigma)$ is a probability space and $f:[0,1] \times S \rightarrow$ $[0,1]$ is a function measurable with respect to the product $\sigma$-algebra $\mathcal{B} \times \mathcal{S}$ where $\mathcal{B}$ stands for the $\sigma$-algebra of all Borel subsets of $[0,1]$. Put $f^{1}=f$,

$$
f^{n+1}\left(x, y_{1}, \ldots, y_{n+1}\right)=f\left(f^{n}\left(x, y_{1}, \ldots, y_{n}\right), y_{n+1}\right)
$$

for $x \in[0,1]$ and $y_{1}, \ldots, y_{n+1} \in S$ and extend $f^{n}$ on $[0,1] \times S^{\mathbb{N}}$ accepting $f^{n}\left(x, y_{1}, y_{2}, \ldots\right)=f^{n}\left(x, y_{1}, \ldots, y_{n}\right)$. Assuming that the function $x \mapsto \int_{S} f(x, y) \sigma(d y)$, $x \in[0,1]$, is continuous and has no fixed point in $(0,1)$ it is proved [19; Lemma 2.1] that for every $x \in[0,1]$ the sequence $\left(f^{n}(x, \cdot): n \in \mathbb{N}\right)$ converges a.e. with respect to the product measure $\sigma^{\infty}$ to a measurable (with respect to the product $\sigma$-algebra) function which takes the values 0 and 1 only, and [19; Proposition 2.1] the functions $p, q:[0,1] \rightarrow[0,1]$ defined by

$$
p(x)=\sigma^{\infty}\left(\lim _{n \rightarrow \infty} f^{n}(x, \cdot)=0\right), \quad q(x)=\sigma^{\infty}\left(\lim _{n \rightarrow \infty} f^{n}(x, \cdot)=1\right)
$$

are Borel-measurable solutions of equation (4.3). It turns out [19; Theorem 2.1] that these functions control bounded solutions of (4.6):

Theorem 4.2. If $\varphi:[0,1] \rightarrow \mathbb{R}$ is a Borel-measurable and bounded solution of (4.6) then

$$
\varphi(x) \leq p(x) \max \left\{\varphi(0), \limsup _{t \rightarrow 0} \varphi(t)\right\}+q(x) \max \left\{\varphi(1), \limsup _{t \rightarrow 1} \varphi(t)\right\}
$$

for every $x \in[0,1]$.
A similar theorem is obtained there for the inequality

$$
\varphi(x) \leq \int_{S} \varphi(x+y) \sigma(d y)
$$

and these results are applied to get uniqueness of some bounded solutions of (4.3) and (4.4) as well as of their discrete versions

$$
\varphi(x)=\sum_{n=1}^{\infty} p_{n} \varphi\left(f_{n}(x)\right)
$$

and

$$
\varphi(x)=\sum_{n=1}^{\infty} p_{n} \varphi\left(x+a_{n}\right) .
$$

Now we pass to the dilation equation

$$
\varphi(x)=\sum_{j=0}^{N} c_{j} \varphi(k x-j)
$$

where $k \geq 2$ is an integer and $\sum_{j=0}^{N} c_{j}=k$. It appears, in particular, in constructing wavelets of compact supports; see the survey papers [243] by G. Strang and [111] by Ch. Heil and D. Colella. Integrable, continuous and differentiable solutions are studied especially intensively in the case $k=2$ :

$$
\begin{equation*}
\varphi(x)=\sum_{j=0}^{N} c_{j} \varphi(2 x-j) . \tag{4.7}
\end{equation*}
$$

An important role is played here by the number $\Delta$ defined by

$$
\Delta=\frac{1}{2} \sum_{j=0}^{N} c_{j} .
$$

According to [74; Theorem 2.1] by I. Daubechies and J. C. Lagarias, if $|\Delta| \leq 1$ and $\Delta \neq 1$, then equation (4.7) has no non-trivial solutions in $L^{1}(\mathbb{R})$. If $\Delta=1$, then there is at most one solution $\varphi \in L^{1}(\mathbb{R})$ such that $\int_{\mathbb{R}} \varphi(x) d x=1$ and $[74$; Corollary 2.2] for every non-trivial solution $\varphi \in L^{1}(\mathbb{R})$ of (4.7) we have $\int_{\mathbb{R}} \varphi(x) d x \neq 0$ and $\operatorname{supp} \varphi \subset[0, N]$.

The following theorem [200; Theorems 3.1 and 5.1] of Yibiao Pan concerns a special case of (4.7), viz.

$$
\begin{equation*}
\varphi(x)=c_{0} \varphi(2 x)+c_{1} \varphi(2 x-1)+c_{2} \varphi(2 x-2)+c_{3} \varphi(2 x-3), \tag{4.8}
\end{equation*}
$$

and may serve as an example of results on the existence of integrable solutions of the dilation equation.

Theorem 4.3. If $c_{0}, c_{1}, c_{2}, c_{3}$ are real numbers such that

$$
c_{0}+c_{2}=c_{1}+c_{3}=1,
$$

$p \in[1, \infty)$ and

$$
\frac{1}{2}\left|c_{0}-c_{1}\right|^{p}+\frac{1}{4}\left(c_{0}^{2}+\left|c_{1} c_{3}\right|\right)^{p}+\frac{1}{4}\left(c_{3}^{2}+\left|c_{0} c_{2}\right|\right)^{p}<1,
$$

then equation (4.8) has a non-trivial compactly supported solution $\varphi$ in $L^{p}(\mathbb{R})$.

If $c_{3}=0$ and $c_{0}+c_{1}+c_{2}=2$, then according to [159; Theorem 3.1] by Ka-Sing Lau and Jianrong Wang for $p \in[1, \infty)$ equation (4.8) has a non-trivial compactly supported solution $\varphi$ in $L^{p}(\mathbb{R})$ if and only if either $c_{1}=1$ and $\left|c_{0}\right|^{p}+\left|c_{2}\right|^{p}<2$, or $c_{0}=c_{2}=1$. In the same case, the existence of such solutions for $p \in(0, \infty)$ as well as Lebesgue-measurable solutions has been characterized by A. O. Pittenger and J. V. Ryff in [202] under the additional condition $\varphi(x)+\varphi(x+1)=1$ a.e. in $[0,1]$ (see their Theorems 4.13 and 4.7 where also formulas for the solutions are given; concerning this additional condition consult their Proposition 2.7). If $c_{3}=0, c_{2}=0$ and $c_{0} c_{1} \neq 0$, then, as follows from [202; Proposition 2.9], equation (4.8) has a non-trivial Lebesgue-measurable solution with compact support if and only if $c_{0}=c_{1}=1$.

Continuous solutions of (4.7) are constructed in [68] by D. Colella and Ch. Heil. Concerning differentiable ones see [74] by I. Daubechies and J. C. Lagarias. Various aspects of solvability of (4.7) are examined by Wang Jian Zhong in [281]. For $N=1$ irregular solutions of (4.7) have been studied by J. Morawiec in [190]. The equation

$$
\varphi(x)=\int_{\mathbb{R}} \varphi(2 x-y) \sigma(d y)
$$

is also a special case of (4.3), but more general than (4.7). It is studied in [79] by G. Derfel, N. Dyn and D. Levin in the class of normalized compactly supported distributions and (probability) distribution functions on $\mathbb{R}$. In the discrete case

$$
\begin{equation*}
\varphi(x)=\sum_{n=1}^{\infty} q_{n} \varphi\left(2 x-a_{n}\right) \tag{4.9}
\end{equation*}
$$

the following is proved there (Corollary 14).
Theorem 4.4. If $\left(q_{n}: n \in \mathbb{N}\right)$ is a sequence of non-negative reals summing up to one and $\left(a_{n}: n \in \mathbb{N}\right)$ is any sequence of reals then in the class of distribution functions equation (4.9) has exactly one solution which, moreover, is a continuous function.

Assuming additionally that $q_{n}=0$ for $n \geq 7$ and $a_{n}=n-1$, A. Deliu and M. C. Spruill [75; Theorem 5.5] characterized all the $q$ 's providing absolute continuity of the solution.

A more general situation of the equation

$$
\begin{equation*}
\varphi(x)=\sum_{j=1}^{N} p_{j} \int_{\mathbb{R}} \varphi\left(\alpha_{j}(x-y)\right) \sigma_{j}(d y) \tag{4.10}
\end{equation*}
$$

is studied by G. Derfel in [78]. Here $p_{1}, \ldots, p_{N}$ are non-negative reals summing up to one, $\alpha_{1}, \ldots, \alpha_{N}$ are positive reals, and $\sigma_{1}, \ldots, \sigma_{N}$ are probability Borel measures on $\mathbb{R}$. To formulate his result [78; Theorem 2] put

$$
K=\sum_{j=1}^{N} p_{j} \log \alpha_{j}
$$

Theorem 4.5. If $K>0$ then equation (4.10) has a non-constant bounded and continuous solution $\varphi: \mathbb{R} \rightarrow \mathbb{R}$. If $K<0$ then there is no such a solution.

In fact, this theorem is a particular case of a result concerning the equation

$$
\varphi(x)=\int_{\mathbb{R} \times(0, \infty)} \varphi\left(\frac{x-y}{z}\right) \sigma(d y, d z) .
$$

In the discrete case, if $\sigma_{j}\left(\left\{-\beta_{j} / \alpha_{j}\right\}\right)=1$ for $j \in\{1, \ldots, N\}$, equation (4.10) takes the form

$$
\begin{equation*}
\varphi(x)=\sum_{j=1}^{N} p_{j} \varphi\left(\alpha_{j} x+\beta_{j}\right) \tag{4.11}
\end{equation*}
$$

Thus, if $K>0$ then equation (4.11) has a non-constant bounded and continuous solution $\varphi: \mathbb{R} \rightarrow \mathbb{R}$. However, if in addition $\beta_{1}=\ldots=\beta_{N}=0$ then the only solution $\varphi:(0, \infty) \rightarrow \mathbb{R}$ of (4.11) which is bounded in a vicinity of 0 and has a limit (finite or not) at infinity is constant. This was proved by J. Ger and M. Sablik [94; Proposition 3.1]. On the other hand, as follows from [185; Corollary 1] by J. Morawiec, we have the existence and uniqueness of solutions of the equation

$$
\begin{equation*}
\varphi(x)=\sum_{n=1}^{\infty} p_{n} \varphi\left(\alpha_{n} x+\beta_{n}\right) \tag{4.12}
\end{equation*}
$$

which generalizes both (4.11) and (4.9), in a class of distribution functions.
Theorem 4.6. Assume $\left(\alpha_{n}: n \in \mathbb{N}\right),\left(\beta_{n}: n \in \mathbb{N}\right)$ and $\left(p_{n}: n \in \mathbb{N}\right)$ are sequences of real numbers such that

$$
\alpha_{n}+\beta_{n} \geq 1, \quad \beta_{n} \leq 0, \quad p_{n} \geq 0 \quad \text { for every } n \in \mathbb{N}, \quad \sum_{n=1}^{\infty} p_{n}=1
$$

and there exist positive integers $k, l$ such that

$$
\alpha_{k}+\beta_{k}=1, \quad \beta_{k}<0, \quad \alpha_{l}>1, \quad \beta_{l}=0, \quad p_{k}>0, \quad p_{l}>0
$$

Then equation (4.12) has exactly one solution in the class of bounded functions $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ satisfying the conditions

$$
\left.\varphi\right|_{(-\infty, 0]}=0,\left.\quad \varphi\right|_{[1, \infty)}=1
$$

and this solution is continuous and increasing.

The next theorem due to J. Morawiec [188; Corollary 2] gives some properties of the solution $\varphi$ of (4.11) obtained in Theorem 4.6. It generalizes a result of J. M. Borwein and R. Girgensohn [51; Theorem 2] and, consequently, a special case of the latter $(N=2)$ proved by S. Paganoni Marzegalli [199; Theorem 3]. Concerning the infinite case of (4.12) consult [188; Corollary 3].

Theorem 4.7. Assume $N \geq 2$ is an integer, $\alpha_{1}, \ldots, \alpha_{N}, \beta_{1}, \ldots, \beta_{N}, p_{1}, \ldots, p_{N}$ are real numbers such that

$$
\alpha_{j}+\beta_{j} \geq 1, \quad \beta_{j} \leq 0, \quad p_{j}>0 \quad \text { for every } j \in\{1, \ldots, N\}, \quad \sum_{j=1}^{N} p_{j}=1
$$

and there exist $k, l \in\{1, \ldots, N\}$ such that

$$
\alpha_{k}+\beta_{k}=1, \quad \beta_{k}<0, \quad \alpha_{l}>1, \quad \beta_{l}=0
$$

(i) If $\alpha_{j}>1$ for $j \in\{1, \ldots, N\}$ and

$$
\begin{equation*}
\bigcup_{j=1}^{N}\left[-\frac{\beta_{j}}{\alpha_{j}}, \frac{1-\beta_{j}}{\alpha_{j}}\right]=[0,1] \tag{4.13}
\end{equation*}
$$

then the solution of (4.11) is strictly increasing on $[0,1]$.
(ii) If (4.13) does not hold and the open intervals $\left(-\frac{\beta_{j}}{\alpha_{j}}, \frac{1-\beta_{j}}{\alpha_{j}}\right), j \in\{1, \ldots, N\}$, are pairwise disjoint then there exists a family $\mathcal{I}$ of pairwise disjoint open subintervals of $(0,1)$ such that $\varphi$ is constant on each of them and $[0,1] \backslash \cup \mathcal{I}$ is of Lebesgue measure zero.
J. M. Borwein and R. Girgensohn [51] discuss thoroughly particular cases of (4.11), too, establishing regularity properties of the solution. Also some interesting references can be found there showing that the problem has quite a long history and interesting connections with Pisot-Vijayaraghavam numbers.

Of course there is a number of other papers dealing with (4.11) and with equations of similar, in particular non-homogeneous, forms. We mention here only [224] by J. Saint-Raymond where differentiable and analytic solutions are examined, [110] by H. Haruki and Th. M. Rassias where Bernoulli polynomials are characterized, and [9] by J. A. Baker where solutions in the class of tempered distributions are sought. The existence and uniqueness of continuous solutions (defined on a compact Hausdorff space) of (4.1) with constant coefficients are studied by A. Böttcher and H. Heidler in [53].

The equation

$$
\varphi(x)=u\left(\frac{x}{2}\right) \varphi\left(\frac{x}{2}\right)+u\left(\frac{x+1}{2}\right) \varphi\left(\frac{x+1}{2}\right)
$$

with a given continuous $u:[0,1] \rightarrow[0, \infty)$ satisfying $u(x)+u\left(x+\frac{1}{2}\right)=1$ for $x \in\left[0, \frac{1}{2}\right]$ is treated by J.-P. Conze and A. Raugi in [69], in particular in a connection with wavelet theory. It turns out (Théorème 4.2) that the linear space of continuous solutions on $[0,1]$ is finite-dimensional. Moreover, under a regularity condition on $u$, the case where the space is one-dimensional is characterized.

The paper [205] by C. Praagman brings a generalization of Nörlund's result stating that given entire functions $a_{0}, \ldots, a_{N}$ there exist meromorphic solutions $\varphi_{1}, \ldots, \varphi_{N}$ on $\mathbb{C}$ of the equation

$$
\sum_{j=0}^{N} a_{j}(z) \varphi(z+j)=0
$$

linearly independent over the periodic functions. In the real case the asymptotic behaviour of solutions of this equation is studied by M. H. Lantsman [158]. We mention here also the paper [36] by G. Belitskii and V. Tkachenko where differentiable and real analytic vector-valued solutions of (4.1) with $f_{j}$ 's being translations in a Euclidean space are examined and [191] by J. Morawiec and J. Walorski providing some its extension; see also [33] and [30]. Systems of such equations in a pretty general algebraic setting appear in [156] by M. Laczkovich where also some applications of them to studying operators commuting with the translation operators on function spaces are presented. Concerning the asymptotic behaviour of Lebesgue-measurable solutions of (4.1) defined on the real line see [11] by J. A. Baker. For some close connections between the Collatz " $3 n+1$ problem" and linear equations consult [37], [38] by L. Berg and G. Meinardus.

## 5. Schilling's problem

Studies of a physical problem have led R. Schilling [225; p. 230, eq. (52) for $\left.p=\frac{1}{2}\right]$, cf. also [80; Section 1a], to looking for solutions $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of the equation

$$
\begin{equation*}
4 q \varphi(q x)=\varphi(x-1)+\varphi(x+1)+2 \varphi(x) \tag{5.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
\varphi(x)=0 \quad \text { for } \quad|x|>Q \tag{5.2}
\end{equation*}
$$

where $q \in(0,1)$ is fixed and

$$
Q=\frac{q}{1-q} .
$$

In what follows any solution $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of (5.1) satisfying (5.2) will be called a solution of Schilling's problem.

The first non-trivial solution of (5.1) and (5.2) was found by R. Schilling for $q=\frac{1}{2}$, viz.

$$
\varphi_{1}(x)=\max \{1-|x|, 0\} .
$$

Other non-trivial solutions were found for numbers of the form $q=\frac{1}{\sqrt[n]{2}}$ in $[21$; Théorème 3]:

Theorem 5.1. If $n$ is a positive integer and $q=1 / \sqrt[n]{2}$ then the convolution

$$
\varphi_{1}(x) * \varphi_{1}(q x) * \ldots * \varphi_{1}\left(q^{n-1} x\right)
$$

is a solution of Schilling's problem.
Theorems $5.2-5.6$ show that $q=\frac{1}{2}$ and $q=\frac{1}{2 \sqrt{2}}$ are, in a sense, critical values for Schilling's problem. The first two come from the paper [80] by G. Derfel and R. Schilling (cf. Theorems 5a, 4 and Remark 3 there).

Theorem 5.2. For almost all $q \in\left[\frac{1}{2}, 1\right)$ there exists a non-trivial continuous solution of Schilling's problem.

Theorem 5.3. There are infinitely many $q \in\left[\frac{1}{2}, 1\right)$ such that the only continuous solution of Schilling's problem is the zero function.

If $q=\frac{\sqrt{5}-1}{2}$ then zero is the unique solution also in the following classes: one-hand-side continuous functions in a right vicinity of $-Q$ (left vicinity of $Q$ ) (cf. [186; Corollary] by J. Morawiec) and Lebesgue-integrable functions which are continuous at zero (see [21; Théorème 5]).

The next result [21; Théorème 4] implies that for $q \in\left(0, \frac{1}{2}\right)$ the problem has no non-trivial continuous (and even bounded Lebesgue-measurable) solutions.

Theorem 5.4. Assume $q \in\left(0, \frac{1}{2}\right)$. If $\varphi$ is a non-trivial Lebesgue-integrable solution of Schilling's problem then

$$
\int_{0}^{\varepsilon}|\varphi(x)|^{\frac{\log q}{\log (2 q)}} d x=\infty \quad \text { for every } \quad \varepsilon>0
$$

On the other hand we have the following results of Y. Peres and B. Solomyak [201; Corollary 1.5].

Theorem 5.5. For almost all $q \in\left(\frac{1}{2 \sqrt{2}}, 1\right)$ there exists a non-trivial Lebesgueintegrable solution of Schilling's problem.

Theorem 5.6. If $q \in\left(0, \frac{1}{2 \sqrt{2}}\right)$ then every Lebesgue-integrable solution of Schilling's problem vanishes almost everywhere.

It turns out that also regularity of the solution strictly depends on the parameter $q$; cf. [80; Theorem 2] by G. Derfel and R. Schilling which reads

Theorem 5.7. If Schilling's problem has a non-trivial $r$ times differentiable solution then $q \geq \frac{1}{\sqrt[r+1]{4}}$.

Another theorem due to them [80; Theorem 5b] shows that for $q$ 's close enough to 1 one can find a solution of arbitrarily high regularity:

Theorem 5.8. For every positive integer $n$ there exists a $q_{n} \in\left(\frac{1}{2}, 1\right)$ such that $\lim _{n \rightarrow \infty} q_{n}=1$ and for almost all $q \in\left(q_{n}, 1\right)$ Schilling's problem has a non-trivial $n \rightarrow \infty$
$2(n-1)$ times differentiable solution.

All the results quoted above strictly depend on a range of the parameter $q$. No such restriction occurs in the next result concerning the uniqueness of solutions; cf. [22], also [74; Theorem 2.1.(b)] and [87; Corollary 3].

Theorem 5.9. The vector space of Lebesgue-integrable solutions of Schilling's problem is at most one-dimensional.

Hence, if for instance $n$ is a positive integer and $q=\frac{1}{\sqrt[n]{2}}$ then (cf. Theorem 5.1) the vector space of Lebesgue-integrable solutions is one-dimensional; if $q \in$ $\left(0, \frac{1}{2 \sqrt{2}}\right)$ then (Theorem 5.6) this space is zero-dimensional. However, for $q \in$ ( $0, \frac{1}{3}$ ] and for $q=\frac{1}{2}$ we have better results due to W. Förg-Rob [87; Corollary 4 and Theorems 29, 35].

Theorem 5.10. If $q \in\left(0, \frac{1}{3}\right)$ then every solution of Schilling's problem vanishes almost everywhere.

Theorem 5.11. If $q=\frac{1}{3}$ then every Lebesgue-measurable solution of Schilling's problem vanishes almost everywhere.

Theorem 5.12. If $q=\frac{1}{2}$ and $\varphi$ is a solution of Schilling's problem which is Lebesgue-measurable on a subset of $[-1,1]$ of positive Lebesgue measure then $\varphi(x)=$ $c \varphi_{1}(x)$ a.e., where $c \in \mathbb{R}$.

In the theorem above the Lebesgue-measurability of a solution on a subset of $[-1,1]$ of positive Lebesgue measure can be replaced by its continuity at at least one point of $(-1,1)$. This is known due to W. Förg-Rob [87; Section IIIc)].

The following theorem proved by R. Girgensohn and J. Morawiec in [101] shows that every non-trivial Lebesgue-integrable solution of Schilling's problem is either positive or negative.

Theorem 5.13. If $\varphi$ is a non-trivial Lebesgue-integrable solution of Schilling's problem then either $\varphi(x)>0$ a.e. on $[-Q, Q]$ or $\varphi(x)<0$ a.e. on $[-Q, Q]$.

We have no restriction on the parameter $q$ in this theorem but according to Theorem 5.6 it concerns in fact the case where $q \geq \frac{1}{2 \sqrt{2}}$.

Regarding bounded solutions we have the following two results. For the first one see [15; Theorem 1].

Theorem 5.14. If $q \in(0, \sqrt{2}-1]$ then the zero function is the only solution of Schilling's problem which is bounded in a neighbourhood of the origin.
R. Schilling has known this for $q \in\left(0, \frac{1}{3}\right)$. J. Morawiec [184] generalized Theorem 5.14 in two directions as follows.

Theorem 5.15. If

$$
0<q<\frac{1}{3}(1-\sqrt[3]{2}+\sqrt[3]{4})
$$

then the zero function is the only solution of Schilling's problem which is bounded in a neighbourhood of at least one point of the form

$$
\begin{equation*}
\varepsilon \sum_{i=1}^{m} q^{i}, \quad \text { where } \quad m \in \mathbb{N} \cup\{0, \infty\} \quad \text { and } \quad \varepsilon \in\{-1,1\} \tag{5.3}
\end{equation*}
$$

In [187] J. Morawiec obtained a similar result where the numbers (5.3) are replaced by numbers forming a larger set, however, the $q$ 's there are taken from a smaller set than above. In [189] he even found parameters $q \in\left(\frac{1}{3}, \frac{1}{2}\right)$ for which the zero function is the only solution bounded in a neighbourhood of a point of the interval $[-Q, Q]$.

As pointed out by J. M. Borwein and R. Girgensohn [51; Section 4] there is a close connection between Schilling's problem and the distribution function of the random series $\sum \pm q^{n}$ where the signs are chosen with probability $\frac{1}{2}$ each: The distribution function is [51; Observation] a solution of the functional equation

$$
\begin{equation*}
\varphi(x)=\frac{1}{2} \varphi\left(\frac{x}{q}-\frac{1}{2}\right)+\frac{1}{2} \varphi\left(\frac{x}{q}+\frac{1}{2}\right), \tag{5.4}
\end{equation*}
$$

and if $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is an absolutely continuous solution of (5.4) with $\left.\varphi\right|_{\left(-\infty,-\frac{1}{2} Q\right]}=0$ and $\left.\varphi\right|_{\left[\frac{1}{2} Q, \infty\right)}=1$ then the convolution $\varphi^{\prime} * \varphi^{\prime}$ is a non-trivial Lebesgue-integrable solution of Schilling's problem. There does not hold a converse of this theorem: there are (cf. Theorems 5.5 and 4.7) values of $q$ such that the Schilling problem has a non-trivial Lebesgue-integrable solution but (5.4) has no absolutely continuous solution. However, no such value of $q$ is currently known explicitly.

Besides [21] distribution solutions of (5.1) appear also in [236] by A. Simon and P. Volkmann where such a solution is found for $q=\frac{1}{4}$. For other problems see [214].

## 6. Daróczy's equation

This is the equation

$$
\begin{equation*}
\varphi(x)=\varphi(x+1)+\varphi(x(x+1)) . \tag{6.1}
\end{equation*}
$$

The following problems were posed by Z. Daróczy [72].

1. Is every solution $\varphi: \mathbb{N} \rightarrow(0, \infty)$ of (6.1) of the form $\varphi(n)=\frac{c}{n}$ with a constant $c$ ?
2. Determine sequences $k: \mathbb{N} \rightarrow \mathbb{N}$ such that the equation

$$
\begin{equation*}
\varphi(n)=\varphi(n+1)+\varphi(k(n)) \tag{6.2}
\end{equation*}
$$

has a solution $\varphi: \mathbb{N} \rightarrow(0, \infty)$.
3. Find a weak condition under which the (positive) solution $\varphi:(0, \infty) \rightarrow \mathbb{R}$ of (6.1) is necessarily of the form

$$
\begin{equation*}
\varphi(x)=\frac{c}{x} \tag{6.3}
\end{equation*}
$$

with a real constant $c$.
M. Laczkovich and R. Redheffer solved the first problem and found a large class of sequences $k$ satisfying the requirement from the second problem of Z. Daróczy proving the following [157; Corollary 1 and the commentary below it].

Theorem 6.1. Assume $k: \mathbb{N} \rightarrow \mathbb{N}$ satisfies $k(n)>n$ for every $n \in \mathbb{N}$ and

$$
k(n)-n^{2}=O\left(n^{\beta}\right)
$$

with some $\beta<2$. Then equation (6.2) has a solution $\varphi: \mathbb{N} \rightarrow(0, \infty)$ such that

$$
\liminf _{n \rightarrow \infty} n \varphi(n)=1 \quad \text { and } \quad \limsup _{n \rightarrow \infty} n \varphi(n)=3
$$

It seems that any condition forcing (6.3) should be connected with the behaviour of the solution $\varphi$ of (6.1) at infinity. The following result [16] (see also [14; Theorem 2]) yields a condition in this spirit.

Theorem 6.2. If $\varphi:(0, \infty) \rightarrow \mathbb{R}$ is a solution of (6.1) such that there exists a (finite or infinite) limit

$$
\begin{equation*}
\lim _{x \rightarrow \infty} x \varphi(x) \tag{6.4}
\end{equation*}
$$

then $\varphi$ is of form (6.3).

If a real function $f$ defined on a vicinity of infinity is convex then in a vicinity of infinity the function $x \mapsto f(x) / x$ is monotonic. Hence, if $\varphi:(0, \infty) \rightarrow \mathbb{R}$ is a solution of (6.1) such that $x \mapsto x^{2} \varphi(x)$ is convex in a vicinity of infinity then $\varphi$ has form (6.3). Similarly, if $\varphi:(0, \infty) \rightarrow \mathbb{R}$ is a solution of (6.1) such that $x \mapsto 1 / \varphi(x)$ is convex in a vicinity of infinity, then $x \mapsto 1 /(x \varphi(x))$ has a limit at infinity and, due to the fact that $\varphi$ has a constant sign in a vicinity of infinity, the limit (6.4) exists and $\varphi$ has form (6.3). These facts have been obtained in [118] directly. It is also proved there that the convexity of $x \mapsto \varphi(1 / x)$ in a vicinity of the origin is a sufficient condition for $\varphi$ to be of form (6.3). However, we do not know whether the convexity of the solution itself guarantees its uniqueness. If the answer was negative it would be interesting to study the problem in smaller classes, for instance for completely monotonic or logarithmically convex functions. It seems that it would be also interesting to answer the uniqueness problem for the Daróczy equation in the class of regularly varying functions in the sense of Karamata. We emphasize here that there are very few results in the theory of functional equations involving this class of functions.

The existence of the limit $\lim _{x \rightarrow \infty} \varphi(x)$ does not imply form (6.3) of the solution. L. Bartłomiejczyk [23; Remark 3(ii)] observed that there exists a solution $\varphi$ : $(0, \infty) \rightarrow(0, \infty)$ of $(6.1)$ which is discontinuous at every point and such that $\lim _{x \rightarrow \infty} \varphi(x)=0$ and in [24; Corollary 1] he proved even more:

Theorem 6.3. For every $c_{1}, c_{2} \in[-\infty, \infty]$ with $c_{1}<c_{2}$ there exists a solution $\varphi:(0, \infty) \rightarrow \mathbb{R}$ of (6.1) such that its graph is contained in the set

$$
\begin{equation*}
\left\{(x, y) \in(0, \infty) \times \mathbb{R}: \quad \frac{c_{1}}{x} \leq y \leq \frac{c_{2}}{x}\right\} \tag{6.5}
\end{equation*}
$$

and meets every Borel subset of (6.5) with uncountable vertical projection.
Finally we mention also that the general solution of (6.1) may be obtained via a standard recurrent method starting from an arbitrary function defined on an interval; see [193] by Z. Moszner, also [23; Theorem 1] by L. Bartłomiejczyk.

## 7. Simultaneous functional equations

We start with two such equations found by R. Girgensohn [99], [100], to answer H.H. Kairies' question [141] whether there are functional equations which, together with regularity conditions, characterize the Minkowski singular function ?: $[0,1] \rightarrow$ $[0,1]$. According to $[100 ;$ Theorem 1] the Minkowski function ? is the unique bounded solution $\varphi:[0,1] \rightarrow \mathbb{R}$ of the simultaneous functional equations

$$
\varphi\left(\frac{x}{x+1}\right)=\frac{1}{2} \varphi(x), \quad \varphi\left(\frac{1}{x+1}\right)=1-\frac{1}{2} \varphi(x) .
$$

Another system characterizing the Minkowski function can be found in G. de Rham [215; Section 4]. This is an example of a typical to some extent situation. It turns out that the unique bounded or continuous solution of simultaneous equations is often in a sense a peculiar function: for instance singular or nowhere differentiable; see e.g. the books [148; Chapter XI, $\S \S 4 \& 5]$ of M. Kuczma and [153; Sections 10.5 and 10.6] by M. Kuczma, B. Choczewski and R. Ger, and the articles [73] by W. F. Darsow, M. J. Frank and H.-H. Kairies, [96]-[98] by R. Girgensohn, and the survey paper [143] by H.-H. Kairies; see also [178] by G. Mayor and J. Torrens. Some of the most prominent nowhere differentiable functions can be even characterized as solutions of such systems; see, for instance, [144] by H.-H. Kairies where Takagi's function is studied and [145] of the same author where, among others, Takagi's function and Weierstrass' function are characterized. Moreover, the non-differentiability of such functions can then be shown without making use of their actual analytical definition. C. Sempi [230] asked whether it is possible to characterize the Brownian motion via functional equations.

However, also such a regular function as Euler's $\Gamma$ may be characterized by simultaneous equations. As an example we quote here the following result by H.-H. Kairies [139; Satz 2].

Theorem 7.1. The only function $\varphi:(0, \infty) \rightarrow(0, \infty)$ satisfying

$$
\begin{equation*}
\prod_{k=0}^{p-1} \varphi\left(\frac{x+k}{p}\right)=(2 \pi)^{\frac{1}{2}(p-1)} p^{\frac{1}{2}-x} \varphi(x) \tag{7.1}
\end{equation*}
$$

for all but finitely many primes $p$ and every $x \in(0, \infty)$ which is continuous on $(0,1+\varepsilon)$ for an $\varepsilon>0$ and such that $\varphi(1)=1$ is the gamma function.

The gamma function may be also characterized via a single equation (7.1). Due to H.-H. Kairies [142; Theorem 7] we know that if an integer $p \geq 2$ is fixed then $\Gamma$ is the only solution $\varphi:(0, \infty) \rightarrow(0, \infty)$ of (7.1) which is absolutely continuous on $\left[\frac{1}{p}, 1+\varepsilon\right]$ for an $\varepsilon>0$ and satisfies $\lim _{x \rightarrow 0} x \varphi(x)=1$. According to [140; Satz 5] the same is true provided $\varphi$ is absolutely continuous only on $\left[\frac{1}{2}, 1+\varepsilon\right]$ but additionally $\varphi$ satisfies

$$
\varphi(x) \varphi(1-x)=\frac{\pi}{\sin \pi x} \quad \text { for every } \quad x \in(0,1)
$$

There are also some generalizations of the classical Bohr-Mollerup characterization ([148; p. 153], [153; Section 10.4], [162], [260; Theorem 5.3.5]) of $\Gamma$ as the only normalized logarithmically convex solution $\varphi:(0, \infty) \rightarrow(0, \infty)$ of the equation

$$
\varphi(x+1)=x \varphi(x) ;
$$

see for instance [106] and [107] by D. Gronau and J. Matkowski, [175] by the second of them, [183] by D. S. Moak, [8] by M. Badiale, [180] by M. Merkle and
also [261] by R. Webster, where $\Gamma$-type functions are studied more thoroughly. In [161] D. Laugwitz and B. Rodewald gave another characterization of the gamma function by use a property originally treated by Euler.

Following D. E. Knuth [146; p. 42, exercise 39 (and the answer to it on pp. 477478) and problem 40] and M. F. Yoder [266] consider now replicative functions, i.e. solutions of simultaneous equations

$$
\frac{1}{n} \sum_{k=0}^{n-1} \varphi\left(\frac{x+k}{n}\right)=a_{n} \varphi(x)+b_{n}
$$

where $a$ and $b$ are given number sequences. It turns out that in fact it is enough to examine replicativity in the case where either $b=0$ or $a=1$. In the first case in numerous classes of functions the periodic solutions are of the form

$$
c_{0}+c_{1} \sum_{n=1}^{\infty} a_{n} \mathrm{e}^{2 \pi \mathrm{i} n x}+c_{2} \sum_{n=1}^{\infty} a_{n} \mathrm{e}^{-2 \pi \mathrm{i} n x} ;
$$

cf. [266] by M. F. Yoder and [137] by H.-H. Kairies (see also [136]); the reader is referred to the paper [181] by J. Milnor, too. On the other hand [266; Theorem 4] aperiodic solutions may exist only if $a_{n}=n^{s}$ for some $s$. The case $a=1$ is treated by P. Schroth in [226]. Assuming $b_{n}=\log n$ he obtained uniqueness results in which the solution is expressed via the Gaussian digamma function $\Psi$.

We finish this replicativity part with a problem posed by H.-H. Kairies [138] (cf. also [135]). Characterize those complex sequences $a$ satisfying

$$
a_{m \cdot n}=a_{m} \cdot a_{n} \quad \text { for } \quad m, n \in \mathbb{N}
$$

for which there exists a non-trivial continuous function $\varphi: \mathbb{R} \rightarrow \mathbb{C}$ such that

$$
\frac{1}{n} \sum_{k=0}^{n-1} \varphi\left(\frac{x+k}{n}\right)=a_{n} \varphi(x)
$$

holds for all $x \in \mathbb{R}$ and $n \in \mathbb{N}$.
Concerning extended replicativity given by

$$
\frac{1}{n} \sum_{k=0}^{n-1} \varphi\left(\frac{x+k}{n}\right)=\sum_{j=1}^{\infty} \lambda_{n}(j) \varphi(j x)
$$

consult [167] and [168] by L.G. Lucht. Now the situation depends essentially on arithmetical properties of the sequences $\lambda_{n}$. The following question was posed by L. G. Lucht [169] in connection with the above system. Assume $\lambda: \mathbb{N} \rightarrow \mathbb{C}^{\mathbb{N}}$.

Is it true that the $\mathbb{C}$-linear space of all its solutions $\varphi \in L^{1}(\mathbb{R} / \mathbb{Z})$ is at most two-dimensional?

Complex exponential polynomials have been characterized by J.-P. Bézivin and F. Gramain [45] via the system

$$
\sum_{m=0}^{M} P_{m}(z) \varphi(z+\alpha m)=f(z), \quad \sum_{n=0}^{N} Q_{n}(z) \varphi(z+\beta n)=g(z) .
$$

Here the $P$ 's and $Q$ 's are polynomials, $\alpha, \beta \in \mathbb{C} \backslash\{0\}$, and $f, g$ are exponential polynomials. We quote now a result of F . Gramain [104] concerning the case of constant $P$ 's and $Q$ 's.

Theorem 7.2. Let $m$ and $n$ be positive integers. If $\alpha, \beta, a_{0}, \ldots, a_{m}, b_{0}, \ldots, b_{n}$ are complex numbers such that

$$
a_{0} a_{m} b_{0} b_{n} \neq 0 \quad \text { and } \quad \frac{\alpha}{\beta} \notin \mathbb{R},
$$

then every entire solution $\varphi$ of the system

$$
\sum_{k=0}^{m} a_{k} \varphi(z+\alpha k)=0, \quad \sum_{l=0}^{n} b_{l} \varphi(z+\beta l)=0
$$

is an exponential polynomial.
For two proofs different from the original one the reader is referred to [45; Section 4].

Simultaneous equations were used by J. A. Baker [12; Theorem 2] to characterize harmonic polynomials. To formulate his result fix an integer $N \geq 2$ and denote by $\mathcal{O}_{N}$ the set of all real orthogonal $N \times N$ matrices and let $v_{0}, v_{1}, \ldots, v_{N}$ be the vertices of some fixed regular simplex in $\mathbb{R}^{N}$ with center 0 and radius 1 . Consider the system

$$
\begin{equation*}
\sum_{j=0}^{N} f\left(x+r U v_{j}\right)=(N+1) f(x), \quad U \in \mathcal{O}_{N} . \tag{7.2}
\end{equation*}
$$

Theorem 7.3. If a continuous function $f: \mathbb{R}^{N} \rightarrow \mathbb{C}$ is a solution of (7.2) with $r=1$, then it is a harmonic polynomial of degree at most 2 and satisfies (7.2) for all $r \in \mathbb{R}$.

Now let us call the attention of the reader to the following two papers. In the first one [252] by P. Volkmann and H. Weigel the existence of a solution $\varphi$ of the system

$$
\varphi(f(x))=g(x, \varphi(x))
$$

(with $f$ 's and $g$ 's running over given sets of functions) is proved. The second one [176] by J. Matkowski deals with the solutions of the system

$$
\varphi(p x+q)=a \varphi(x), \quad \varphi(r x+s)=b \varphi(x)
$$

in pretty large classes of functions.
Regarding Abel simultaneous functional equations the reader is referred to Section 9.

Finally, let us recall a result of P. Volkmann [251] on simultaneous functional inequalities, one of which is of two variables

$$
\begin{equation*}
\varphi(f(|x|)) \geq f(|\varphi(x)|), \quad \varphi(x+y) \geq \varphi(x)+\varphi(y) \tag{7.3}
\end{equation*}
$$

Theorem 7.4. Assume $f:[0, \infty) \rightarrow[0, \infty)$ is continuous and strictly increasing having 0 and 1 as fixed points. Then the only solution $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of (7.3) such that $\varphi(1)=1$ is the identity function.

## 8. Schröder's equation

In this part we would like to present in details six results on solutions $\varphi$ of the Schröder equation

$$
\begin{equation*}
\varphi(f(x))=\varrho \varphi(x) \tag{8.1}
\end{equation*}
$$

The first concerns convex solutions and was proved by J. Walorski [258; §2]; see also [130] by A. Joffe and F. Spitzer.

Let $X$ be a Banach space with $\operatorname{dim} X \geq 1$ and let $K \subset X$ be a closed cone with int $K \neq \emptyset$ and such that $K \cap(-K)=\{0\}$. Define an order $\leq$ on $X$ by the formula

$$
x \leq y \quad \text { if and only if } \quad y-x \in K
$$

and assume that $\|\cdot\| \|_{K}$ is an increasing function. Further, let $A: X \rightarrow X$ be a continuous linear operator which maps bounded subsets of $X$ into relatively compact ones, satisfying

$$
A(K) \subset K
$$

and such that for every $x \in K \backslash\{0\}$ there exists a positive integer $n$ with $A^{n} x \in$ int $K$. By the Krein-Rutman theorem there exists exactly one $u \in \operatorname{int} K$ and exactly one continuous linear functional $g: X \rightarrow \mathbb{R}$ such that

$$
A u=\varrho u
$$

$$
\begin{gathered}
g(A x)=\varrho g(x) \quad \text { for every } \quad x \in X \\
g(x)>0 \quad \text { for } \quad x \in K \backslash\{0\} \\
\|u\|=1 \quad \text { and } \quad g(u)=1
\end{gathered}
$$

where $\varrho$ denotes the spectral radius of $A$ :

$$
\varrho=\lim _{n \rightarrow \infty}\left\|A^{n}\right\|^{1 / n}
$$

Consider also a function $f: K \rightarrow K$ such that

$$
\begin{gathered}
f(x) \neq 0 \quad \text { for every } \quad x \in K \backslash\{0\}, \\
\lim _{x \rightarrow 0} \frac{f(x)-A x}{\|x\|}=0 \\
g(x) \geq c\|g\|\|x\| \quad \text { for every } \quad x \in f(K)
\end{gathered}
$$

where $c$ is a positive real constant.
Theorem 8.1. Assume $f$ is increasing, convex and

$$
\lim _{n \rightarrow \infty} f^{n}(x)=0 \quad \text { for every } \quad x \in K \backslash\{0\}
$$

If $\varrho<1$ and $a \in \operatorname{int} K$ then:
(i) For every $x \in K$ the sequence $\left(\frac{g\left(f^{n}(x)\right)}{g\left(f^{n}(a)\right)}: n \in \mathbb{N}\right)$ converges and the function $\varphi_{0}: K \rightarrow[0, \infty)$ defined by

$$
\varphi_{0}(x)=\lim _{n \rightarrow \infty} \frac{g\left(f^{n}(x)\right)}{g\left(f^{n}(a)\right)}
$$

is an increasing and convex solution of (8.1) and

$$
\varphi_{0}(x)=\lim _{n \rightarrow \infty} \frac{\left\|f^{n}(x)\right\|}{\left\|f^{n}(a)\right\|} \quad \text { for every } \quad x \in K
$$

(ii) If $\varphi: K \rightarrow \mathbb{R}$ is an increasing and convex solution of (8.1) then

$$
\varphi(x)=\varphi(a) \varphi_{0}(x) \quad \text { for every } \quad x \in K
$$

Regarding some further results obtained via the Krein-Rutman theorem see also [256] by J. Walorski.

The second result deals with differentiable solutions of (8.1). Let $X$ be a Banach space, $r$ be a positive integer, $\delta \in[0, r], f$ be a diffeomorphism of the class $C^{r}$ defined on a neighbourhood of the origin of $X$ and taking values in $X$. Assume $f(0)=0$ and put

$$
\varrho=f^{\prime}(0)
$$

Consider now (local) solutions $\varphi: U \rightarrow X$ of class $C^{r}$ of (8.1) such that

$$
\begin{equation*}
\sup \left\{\frac{\left\|\varphi^{(r)}(x)-\varphi^{(r)}(0)\right\|}{\|x\|^{\delta}}: x \in U \backslash\{0\}\right\}<\infty \tag{8.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi^{(k)}(0)=\varphi_{0}^{(k)}(0) \quad \text { for every } \quad k \in\{1, \ldots, r\} \tag{8.3}
\end{equation*}
$$

where $\varphi_{0}$ is a fixed mapping of class $C^{r}$ defined on a neighbourhood of the origin, taking values in $X$, and such that

$$
\left(\varphi_{0} \circ f-\varrho \circ \varphi_{0}\right)^{(k)}(0)=0 \quad \text { for every } \quad k \in\{1, \ldots, r\} .
$$

Following M. Sablik [222; Corollary 1.1] we can formulate the following.
Theorem 8.2. If

$$
\|\varrho\|^{r+\delta}\left\|\varrho^{-1}\right\|<1
$$

and there exists a positive real number $R$ such that

$$
\sup \left\{\frac{\left\|f^{(r)}(x)-f^{(r)}(0)\right\|}{\|x\|^{\delta}}: 0<\|x\| \leq R\right\}<\infty
$$

then in a neighbourhood $U$ of the origin equation (8.1) has exactly one solution $\varphi: U \rightarrow X$ of class $C^{r}$ satisfying (8.2) and (8.3).

In fact [222] by M. Sablik concerns differentiable solutions of much more general equations, viz. (1.2) and (1.1).

Regarding analytic solutions see the paper [240] by W. Smajdor where the classical Koenig's theorem has been extended to Banach spaces.

As well known the Schröder equation is strictly connected with the iteration theory. Here we only mention the papers [82] and [83] by J. Domsta dealing with regularly varying solutions as well as the following his result from [84].

Assume $f:(0, \infty) \rightarrow(0, \infty)$ is continuous, increasing and $f(x)<x$ for $x \in$ $(0, \infty)$. Let

$$
\varrho=\lim _{x \rightarrow 0} \frac{f(x)}{x}
$$

exists and belongs to the open interval $(0,1)$. Define $F:[0, \infty) \rightarrow(0,1)$ by

$$
F(x)= \begin{cases}\frac{f(x)}{x} & \text { for } \quad x \in(0, \infty) \\ \varrho & \text { for } \quad x=0\end{cases}
$$

Theorem 8.3. If either $F$ is of bounded variation in a neighbourhood of zero, or

$$
F(x)-\varrho=O\left(|\log x|^{-1-\nu}\right), \quad x \rightarrow 0
$$

with a positive $\nu$, then for every $a \in(0, \infty)$ equation (8.1) has exactly one regularly varying solution $\varphi:(0, \infty) \rightarrow(0, \infty)$ such that $\varphi(a)=1$; it is given by the formula

$$
\varphi(x)=\lim _{n \rightarrow \infty} \frac{f^{n}(x)}{f^{n}(a)}
$$

The second domain involving the Schröder equation is dynamics. Regarding the measurable case in pretty general spaces the reader is referred to the booklet [262] by B. Weiss. However, the classical example of appearance of Schröder's equation in dynamics is the analytic one. There are two new monographs and a remarkable paper devoted to this classical but more and more vivid domain: [29] by A. F. Beardon, [242] by N. Steinmetz, and [265] by J.-C. Yoccoz. What concerns not so recent works we call attention of the reader to the article [58] by A. D. Bryuno as well as to the paper [218] by H. Rüssmann and to the unnoticed, as it seems, booklet [259] by B. Ware and we mention the paper [272] by E. Zehnder. One of the leading topics of them is connected with the so-called Siegel set, i.e. the set $S$ of all $\varrho \in \mathbb{C}$ such that $|\varrho|=1$ and for every analytic in a neighbourhood of the origin function $f$ with $f(0)=0$ and $f^{\prime}(0)=\varrho$ equation (1) has a local analytic invertible solution. According to A. D. Bryuno [58; Theorem 6 on p. 226], see also [57], and [218] by H. Rüssmann, if the denominator $q_{n}(n \in \mathbb{N} \cup\{0\})$ of the $n$-th convergent in the regular continued fraction expansion of an irrational $\alpha$ satisfies

$$
\sum_{n=0}^{\infty} \frac{\log q_{n+1}}{q_{n}}<\infty
$$

then $\exp (2 \pi \mathrm{i} \alpha) \in S$; see also [242; Chapter 4, Section 2]. As follows from a theorem of J.-C. Yoccoz [265; p. 6], [264; p. 55], the Bryuno condition actually characterizes the Siegel set. Another characterization of the Siegel set may be seen from the main result of the second part of the Yoccoz' paper [265]; cf. [264; Remarque d].

Theorem 8.4. Let $\varrho \in \mathbb{C}$ satisfy $|\varrho|=1$. If the Schröder equation

$$
\varphi(\varrho x(1-x))=\varrho \varphi(x)
$$

has a local analytic invertible solution then equation (8.1) has a local analytic invertible solution for every analytic in a neighbourhood of the origin function $f$ with $f(0)=0$ and $f^{\prime}(0)=\varrho$.

Regarding global properties of the Siegel set note that it is of the first Baire category subset of the unit circle (see [112; Remark on p. 610] by M. R. Herman) whereas, as it is well known due to C. L. Siegel, $S$ is of full Lebesgue measure. Some open problems concerning Siegel's theorem can be found in the survey paper [113] by M. R. Herman.

A reader interested in connections between Schröder's equation and operator theory is referred, for instance, to the paper [233] by J. H. Shapiro where the compactness problem for composition operators on Hardy spaces is mainly studied.

Many other fields of mathematics are known in which the Schröder equation is applicable. However, it is useful also outside of mathematics. As an example we quote the papers [2] and [3] by J. Aczél and M. Kuczma where the equation

$$
\varphi(k x)=k^{\gamma} \varphi(x)
$$

is studied to get its general solution and conditions under which the unique solution has the form $c x^{\gamma}$. This equation comes from meteorology. The knowledge how to solve another Schröder-type equation

$$
\begin{equation*}
\varphi(a z)=b \varphi(z) \tag{8.4}
\end{equation*}
$$

is helpful in answering some questions appearing in the theory of neurons; results in this direction are listed in [1]. For more general case of equation

$$
\varphi\left(a_{1} z_{1}, \ldots, a_{N} z_{N}\right)=b \varphi\left(z_{1}, \ldots, z_{N}\right)
$$

see [17]. The reader can find there, for instance, what follows.
Theorem 8.5. Assume $a, b$ are complex numbers, $|a|=1$, and let $\varphi: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C}$ be a solution of (8.4) continuous on every circle around 0 .
(i) If $|b| \neq 1$ then $\varphi$ vanishes on $\mathbb{C} \backslash\{0\}$.
(ii) If $|b|=1$ and $\frac{\arg a}{\pi}$ is irrational then either $\varphi$ vanishes on $\mathbb{C} \backslash\{0\}$, or there exists an integer $k$ and a function $\Phi:(0, \infty) \rightarrow \mathbb{C}$ such that $b=a^{k}$ and

$$
\varphi(z)=z^{k} \Phi(|z|) \quad \text { for every } \quad z \in \mathbb{C} \backslash\{0\}
$$

What concerns completely monotonic solutions of (8.4) in the real case we have the following result by S. Dubuc [85; Theorem 8].

Theorem 8.6. Assume $0<b<1<a$ and let $\varphi:(0, \infty) \rightarrow(0, \infty)$ be a completely monotonic solution of (8.4). Then there is a Borel measure $\mu$ on $[1, a)$ such that

$$
\varphi(x)=\int_{[1, a)} \sum_{n=-\infty}^{\infty} b^{-n} \exp \left(-x a^{n} t\right) \mu(d t)
$$

for every $x \in(0, \infty)$.
The author shows also (Theorem 9) that if $\varphi$ is a completely monotonic solution of (8.4) then $x^{c} \varphi(x)$ with $c=-\frac{\log b}{\log a}$ is almost constant.

## 9. Abel's equation

The problem of the existence and uniqueness of decreasing and convex solutions of the Abel equation

$$
\begin{equation*}
\varphi(f(x))=\varphi(x)+1 \tag{9.1}
\end{equation*}
$$

defined on cones in Banach spaces was examined by J. Walorski [257]. As in the case of Theorem 8.1 the main tool of the proof is the Krein-Rutman theorem.

The existence of continuous solutions of (9.1) strictly depends on the dynamics of $f$. To state a result of G. Belitskii and Yu. Lyubich [31; Corollary 1.6] consider a continuous self-mapping $f$ of a topological space $X$. A subset of $X$ is called wandering if it has a neighbourhood $U$ such that $\operatorname{cl} f^{m}(U) \cap \operatorname{cl} f^{n}(U)=\emptyset$ for all positive integers $m, n$ with $|m-n|$ large enough.

Theorem 9.1. Assume $X$ is locally compact and $\sigma$-compact. If $f: X \rightarrow X$ is continuous and injective then the following statements are equivalent.
(i) There exists a continuous solution $\varphi: X \rightarrow \mathbb{C}$ of (9.1).
(ii) For every continuous $G: X \rightarrow \mathbb{C} \backslash\{0\}$ and $H: X \rightarrow \mathbb{C}$ there exists a continuous solution $\varphi: X \rightarrow \mathbb{C}$ of (1.3).
(iii) Every compact subset of $X$ is wandering.

Related problems for analytic solutions on manifolds and Lie groups are studied in [32].

All the homeomorphic solutions as well as diffeomorphic ones with positive Jacobian on the plane of the Abel equation have been described by Z. Leśniak [163].

Studying iterations of $1-\mathrm{e}^{-z}$ and $\log (1+z)$ at zero P. L. Walker [255] constructed two distinct solutions of

$$
\begin{equation*}
\varphi\left(\exp \left(\frac{z}{\mathrm{e}}\right)\right)=\varphi(z)+1 \tag{9.2}
\end{equation*}
$$

analytic on domains which include the intervals $(-\infty, e)$ and $(e, \infty)$, respectively. Actually, the first one is analytic and satisfies (9.2) in particular for $\operatorname{Re} z<\mathrm{e}$ and has the period $2 \pi$ ie, whereas the second one is analytic on $\mathbb{C} \backslash(-\infty, \mathrm{e}]$ and satisfies (9.2) for $z \in \mathbb{C} \backslash(-\infty, \mathrm{e}]$ such that $|\operatorname{Im} z|<\pi \mathrm{e}$.

If $\varphi$ is an invertible solution of (9.1) then its inverse is a solution of the equation

$$
\begin{equation*}
f(\varphi(z))=\varphi(z+1) . \tag{9.3}
\end{equation*}
$$

An algorithm of obtaining entire solutions of this equation related to (9.1) has been given by P. L. Walker [253; Theorem 2].

Theorem 9.2. Let $f$ be an entire function with $f(0)=0, f^{\prime}(0)=1, f^{\prime \prime}(0)>0$ and $f^{(n)}(0) \geq 0$ for every integer $n \geq 3$ and put

$$
a=\frac{1}{2} f^{(2)}(0), \quad b=\frac{1}{a}\left(\frac{f^{(3)}(0)}{6}-a^{2}\right)
$$

If either $b \neq 0$, or

$$
f^{(4)}(0)<24 a^{3}
$$

then for every $z \in \mathbb{C}$ there exists the limit

$$
\lim _{n \rightarrow \infty} f^{n}\left(\frac{1}{a(n-z)+b \log n}\right)
$$

and defines an entire non-constant solution $\varphi$ of (9.3).
In the special case of $f(z)=\mathrm{e}^{z}-1$ some properties of this solution are derived in [254] by the same author. In particular, he locates its zeros and asymptotic values, shows that its derivative is never zero and for any $B>0$ the set $\{z \in$ $\mathbb{C}: \operatorname{Re} \varphi(z)>B\}$ has finite area (and, consequently, for any $A>2$ the set $\{z \in \mathbb{C}:|f(z)|>A\}$ has finite area).

The Abel equation in the form (9.3) appears also in studying the so-called Hardy fields, i.e. subfields of the ring of germs of continuous real-valued functions defined on $(0, \infty)$, closed under differentiation. This is the main subject of [52] by M. Boshernitzan where (9.3) with $f(x)=\mathrm{e}^{x}$ and $f(x)=\mathrm{e}^{x}-1$ is investigated in the class of germs.

Regarding applications of the Abel (as well as the Schröder) equation to differential equations the reader is referred to the book [196] by F. Neuman.

In examining simultaneous Abel equations

$$
\varphi\left(f_{1}(x)\right)=\varphi(x)+\lambda_{1}, \quad \varphi\left(f_{2}(x)\right)=\varphi(x)+\lambda_{2}
$$

the set $L$ of all limit points of the set

$$
\begin{equation*}
\left\{f_{1}^{i} \circ f_{2}^{j}(x): \quad i, j \in \mathbb{Z}\right\} \tag{9.4}
\end{equation*}
$$

plays a fundamental role. To be more precise fix a real open interval $I$ and a family $\mathcal{F}$ of commuting homeomorphisms of $I$ onto itself without fixed points. Fix $f_{1} \in \mathcal{F}$ and for $f \in \mathcal{F}$ denote by $\nu(f)$ the rotation number of the pair $\left(f_{1}, f\right)$.

Theorem 9.3. Assume $\mathcal{F}$ contains an $f_{2}$ such that for every $x \in I$ and for all $i, j \in \mathbb{Z} \backslash\{0\}$ we have $f_{2}^{j}(x) \neq f_{1}^{i}(x)$. Then:
(i) The set $L$ of all limit points of (9.4) does not depend on $x \in I$; moreover, either $L$ is a perfect nowhere dense set containing the endpoints of $I$, or $I \subset L$.
(ii) The system

$$
\begin{equation*}
\varphi(f(x))=\varphi(x)+\nu(f), \quad f \in \mathcal{F} \tag{9.5}
\end{equation*}
$$

has a unique (up to an additive constant) continuous solution $\varphi: I \rightarrow \mathbb{R}$; this solution is monotonic, $\varphi(L \cap I)=\mathbb{R}$, and it is invertible if and only if $I \subset L$.

Part (i) was proved by M. C. Zdun [268; Theorem 1]. Part (ii) comes from [128]. It generalizes [269; Theorem 2] by M. C. Zdun who studied the case of $\mathcal{F}$ consisting of two elements. His result shows also that if a system (9.5) with some $\nu$ has a continuous solution, then, in fact, $\nu$ is the rotation number up to a multiplicative constant.

In the case where for every $f \in \mathcal{F}$ and for every $x \in I$ there are $i, j \in \mathbb{Z} \backslash\{0\}$ such that $f^{j}(x)=f_{1}^{i}(x)$ results depend on the additive subgroup $G$ of $\mathbb{R}$ generated by $\nu(\mathcal{F})$. Namely, if $G$ is discrete then system (9.5) has a homeomorphic solution depending on an arbitrary function. If $G$ is dense then the situation is similar to that of Theorem 9.3 [128; Theorem 3]; see also [269; Theorem 1].

As follows from [103] by K. Gościcka the case of a family $\mathcal{F}$ consisting of functions not being surjective can be reduced to that one of homeomorphisms. Diffeomorphic solutions of (9.5) were studied by M. C. Zdun in [270]. Regarding two simultaneous Abel's equations on the plane see [165] by Z. Leśniak. An abstract case is treated in [223] by M. Sablik.

What concerns systems of two simultaneous Abel's inequalities the reader is referred to [164] by Z. Leśniak. It turns out that some of them are equivalent with the associated systems of equations.

## 10. Miscellaneous results and problems

In this section we are going to present some facts of individual character.
In the complex domain the problem of the convergence of formal solutions is still alive. The following result due to J.-P. Bézivin [41] serves as an example.

Theorem 10.1. Let $q$ and the coefficients of a non-zero polynomial $P$ be complex algebraic numbers. Assume that $|q|=1$ and $q$ is not a root of unity. If $\varphi$ is a formal solution of

$$
P(z, \varphi(z), \varphi(q z))=0
$$

and has algebraic coefficients then $\varphi$ has a positive radius of convergence.
Concerning a similar problem for other equations and fields see [44] by J.-P. Bézivin and A. Boutabaa and [42] and [43] by J.-P. Bézivin.

A straightforward computation shows that for every $a, b \in \mathbb{C}$ the function $\varphi$ defined in the open unit disc by

$$
\begin{equation*}
\varphi(z)=a+\frac{b z}{1-z} \tag{10.1}
\end{equation*}
$$

is a solution of

$$
\begin{equation*}
3 z \varphi\left(z^{3}\right)=3 z \varphi\left(z^{6}\right)+\varphi\left(z^{2}\right)+\lambda \varphi\left(\lambda z^{2}\right)+\lambda^{2} \varphi\left(\lambda^{2} z^{2}\right), \tag{10.2}
\end{equation*}
$$

where $\lambda=\mathrm{e}^{2 \pi \mathrm{i} / 3}$. It is a conjecture of L. Berg and G. Meinardus [37; Conjecture $3]$, [38; Conjecture 3] that functions (10.1) are the only analytic solutions of (10.2) in the open unit disc. It is interesting that this conjecture is equivalent to the positive answer to the Collatz " $3 n+1$ problem" [37], [38]. (Regarding $3 n+1$ problem and, in particular, some its history consult [263] by J. G. Wirsching.)

Beside those that describe functions which are additive on their graphs there are also other equations originating from the classical one of Cauchy:

$$
\begin{align*}
\varphi(x+f(x)) & =\varphi(x)+\varphi(f(x))  \tag{10.3}\\
\varphi(f(x)+g(x)) & =\varphi(f(x))+\varphi(g(x)) \tag{10.4}
\end{align*}
$$

The first one expresses additivity of $\varphi$ on the graph of a given function $f$ and for the first time was studied by M. C. Zdun [267]. This equation appears naturally in some problems, cf. [177] by J. Matkowski and M. Sablik, [250] by M. S. Tomás, [118]. However, it is studied mainly because of its own interest. A typical result states that if $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous, $f(0)=0$ and $x f(x)>0$ for $x \in \mathbb{R} \backslash\{0\}$ then the only solution $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ of (10.3) continuous in a neighbourhood of zero and differentiable at zero is of the form $c x$ ([88; Theorem 3] by G. L. Forti); see also [89] by G. L. Forti and [220] by M. Sablik for some generalizations. Equation (10.3) for real involutions $f$ is considered in [177] by J. Matkowski and M. Sablik and [61] by B. Choczewski, I. Corovei and C. Rusu, whereas for $f(x)=1 / x$ in [147] by P. Kostyrko; cf. also [61]. In the complex case equation (10.3) is studied in [50] by C. Borelli Forti and G. L. Forti. Some results concerning equation (10.4) can be found in [49] by C. Borelli Forti and [221] by M. Sablik. Other equations, e.g. Jensen's one, are considered on curves as well (see e.g. [93] and its extension [95] by J. Ger and M. Sablik, [119; Chapter II]).

We note here an interesting phenomenon known up to now mainly in the theory of the Cauchy equation, namely solutions with big graphs [151; Chapter XII, Section 4]. The paper [133] by P. Kahlig and J. Smítal seems to be the first one which deals with such solutions of iterative equations, namely those with superpositions of the unknown function. Being inspired by this paper L. Bartłomiejczyk has studied such solutions for a number of equations in [24]-[28]. The general results obtained there were applied by him to some special equations, in particular to that of Daróczy (cf. Section 6) and Schilling.

The following problem concerning the linear equation

$$
\begin{equation*}
\varphi(f(x))=g(x) \varphi(x)+h(x) \tag{10.5}
\end{equation*}
$$

was posed by L. Reich [213]. He asked under what possibly weak assumptions on the given functions $f, g, h$ we can "embed" (10.5) in the equation with "continuous time" argument:

$$
\begin{equation*}
\varphi(F(t, x))=G(t, x) \varphi(x)+H(t, x) \tag{10.6}
\end{equation*}
$$

More precisely: under what assumptions on $f, g, h$ there exist $F, G, H$ from a suitable class of functions solving equations

$$
\begin{gathered}
F(t+s, x)=F(t, F(s, x)) \\
G(t+s, x)=G(s, x) G(t, F(s, x)) \\
H(t+s, x)=G(t, F(s, x)) H(s, x)+H(t, F(s, x))
\end{gathered}
$$

and fulfilling conditions

$$
F(1, \cdot)=f, \quad G(0, \cdot)=1, \quad G(1, \cdot)=g, \quad H(0, \cdot)=0, \quad H(1, \cdot)=h
$$

such that every solution of (10.5) from the considered function class satisfies equation (10.6). Up to now answers in the following cases are known: in the general one where none regularity of $\varphi, f, g, h$ and of $F, G, H$ is required which was studied by Z. Moszner [194], in the class of formal power series due to L. Reich (oral communication) and in the class of continuous functions on a real interval where an answer was given by G. Guzik [109].

Up to now we have considered only single-valued solutions. What concerns set-valued solutions we quote here a result of A. Smajdor and W. Smajdor [239; Theorem 4] which shows that if the functions are single-valued then, in general, minimal solutions are almost everywhere single-valued.

Theorem 10.2. Assume $X$ is a metric space, $f: X \rightarrow X$ is continuous and open whereas $h: X \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and increasing in the second variable. Let $\varphi_{0}$ be an upper semi-continuous set-valued function defined on $X$, with compact interval values which are contained in a compact set of reals and such that

$$
\varphi_{0}(x) \supset h\left(x, \varphi_{0}[f(x)]\right) \quad \text { for } \quad x \in X
$$

Then there exists a minimal (in the sense of inclusion) upper semi-continuous set-valued function $\varphi$ defined on $X$, with compact interval values $\varphi(x) \subset \varphi_{0}(x)$ satisfying

$$
\varphi(x)=h(x, \varphi[f(x)]) \quad \text { for } \quad x \in X
$$

and except a set of the first category the values $\varphi(x)$ of each such a minimal solution are singletons.

For some related results consult [241] by W. Smajdor.
Although, as it seems, general solutions are not very important in the theory of iterative functional equations, there are some interesting results in this direction. The following, originating from one of the last paper by M. Kuczma [152; Proposition 3], can serve as an example. It concerns the equation

$$
\begin{equation*}
\varphi(z) \overline{\varphi(-1 / \bar{z})}=-1 \tag{10.7}
\end{equation*}
$$

which comes from astrophysics.
Theorem 10.3. The general solution $\varphi: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C} \backslash\{0\}$ of (10.7) is given by

$$
\begin{equation*}
\varphi(z)=z f(z) / \overline{f(-1 / \bar{z})} \tag{10.8}
\end{equation*}
$$

where $f: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C} \backslash\{0\}$ is an arbitrary function.
Taking $f(z)=c z^{n}$ in (10.8) where $c \neq 0$ is a constant and $n$ is an integer we obtain the solution

$$
\varphi(z)=\eta z^{2 n+1}
$$

with $\eta$ from the unit circle. According to [152; Theorem] it is the unique solution of (10.7) which is analytic on $\mathbb{C} \backslash\{0\}$ and has a removable singularity or a pole at the origin.

Except Abel's and Schröder's equations we do not pay attention to a very important and still vivid topic of conjugation which lies, no doubt, in the theory of iterative functional equations. However, we would like to remaind the following problem posed by Gy. Targonski [248]: Characterize all self-mappings of the plane which are conjugated to a complex polynomial (a) under a diffeomorphism, (b) under a homeomorphism, (c) under a bijection.

We finish with calling attention to a very interesting (more than thirty years old) problem posed by Z. Moszner [192]. To state it fix $r \in \mathbb{N} \cup\{\infty\}$ and $k \in \mathbb{N}$ and denote
$D_{k}^{r}=\left\{f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}: f\right.$ is of the class $C^{r}$ and $\operatorname{Det} f^{\prime}(x)>0$ for every $\left.x \in \mathbb{R}^{k}\right\}$.
The problem reads as follows. Let $f \in D_{k}^{r}$. Does there exist an $n \in \mathbb{N}$ and $\varphi_{1}, \ldots, \varphi_{n} \in D_{k}^{r}$ such that

$$
f=\varphi_{1}^{2} \circ \ldots \circ \varphi_{n}^{2}
$$

For $k=1$ this problem was solved (positively, $n=4$ is enough) by M. Kuczma [149]. For $k>1$ it is still open.
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